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Abstract. Process mining analysis is a complex task that presents significant 
challenges to human analysts. To aid along this process, it is essential to identify 
difficulties as they occur. This study takes an initial step in this direction, by pre-
dicting the quality of task performance based on analysts’ facial expressions 
while they are engaged in a process mining task. Data were collected using par-
ticipants' webcams and the iMotionsTM cloud application while they performed a 
process mining task. The data were then utilized to train and evaluate several 
machine learning classifiers, which classified participants based on the grade 
given to their task outcome. Our results show the high performance of these clas-
sifiers in predicting participants’ success based on facial expressions. We further 
showed that the chosen outcome classifier could accurately classify additional 
participants, demonstrating its generalizability. Notably, the classifier was able 
to predict participants’ success within a very short time frame. These findings 
could pave the way for developing a near-real-time support system to detect when 
analysts engaged in process mining may benefit from assistance.  
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1 Introduction 

It is commonly recognized that process mining (PM) analysts face significant chal-
lenges during their work. For example, handling different types of process variations 
[1] handling multiple perspectives of the same process [2] and coping with missing 
information in the event logs [3], to name a few. Zimmermann et al. identified as many 
as 23 such challenges [2].  

Even though process mining analysts face these complex difficulties, research efforts 
in the area of process mining have so far focused primarily on the development of algo-
rithms and approaches for specific process mining tasks, addressing each one separately 
from a technical perspective [4], [5]. Less attention has been given to supporting PM 
practitioners along the entire process of process mining (PPM). Wongsuphasawat et al. 
further indicate a need for analysis guidance, e.g., by augmenting tools with ready-to-
use recommendations and templates [6]. To improve the understandability and usability 
of PM tools for providing better support for process miners, we first need to gain an in-
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depth understanding of the cognitive processes underlying the PPM. Several recent 
works have taken steps in this direction, showing that when analysts explore event logs, 
they follow different behavioral patterns and strategies to gain insights from the data, 
and that these may help predicting their chances of succeeding in the PM task [7], [8]. 

In this study we are setting a first steppingstone towards specialized online support 
for process mining analysts. To assist analysts, a first step is to detect when they are 
facing obstacles and could benefit from support. In other words, we need to predict when 
they are on a path that might set them up to failure. Therefore, our research question for 
this study was: How can multimodal data be used for predicting process mining task 
success? While attempting to make this prediction as early in the PPM as possible. 

By using facial expressions data, collected from process analysts in a simple remote 
setting, using only the participant’s webcam, we envision that a similar near-real-time 
analysis could be integrated into a supporting system to detect when the process miner 
could benefit from receiving assistance that would lead them to a more promising path. 

We report on the outcomes of this study as well as share our unique dataset of mean 
facial expressions intensity values, collected as part of this research, with the research 
community to encourage other research groups in the field of process mining to use mul-
timodal data, such as facial expressions, in their studies.     

The rest of the paper is organized as follows. Section 2 presents a summary of related 
work. Section 3 details the research method and Section 4 its findings. We discuss the 
findings in Section 5 and conclude in Section 6. 

2 Related Work 

2.1 The Process of Process Mining (PPM) 

Studies into the individual process of process mining (PPM) have just recently started to 
emerge [7], [8]. To the best of our knowledge, this research is a first attempt of applying 
machine learning (ML) for predicting the outcome of this process. The most closely 
related work we found is in the field of process modeling, where a classifier was trained 
to predict whether the modeler is a novice or an expert process modeler based on layout 
features of the model under development [9].  

A different relevant line of work, related to the analysis and prediction of partici-
pants’ engagement and emotions based on facial expressions, was conducted in class-
room [10] and in online settings with 10 seconds clips [11]. Similarly, research focusing 
on different ML approaches aimed to predict participants’ performance based on static 
predictive variables [12]–[15]. Research focusing on learning and emotions [16]–[18] 
may also inform our work, since we hypothesize that the PPM entails learning activities, 
i.e., learning about the process. Positive emotions affect learning by increasing students’ 
attention and motivation [17]. Surprise, in particular, has been explored as a phenome-
non that affects learning in both child development and education settings [19], [20]. 
Surprise has an effect on learning by requiring the individual to explain unexpected out-
comes; the more unexpected the outcome is and requires more explanation, the more 
memorable the learning will be [16]. 

As PM is characterized as a knowledge-intensive and unstructured process that often 
yields unpredictable outcomes, it may entail varying levels of cognitive load. Cognitive 
load has been vastly investigated in relation to biometric sensors and multimodal data 
which are similar to some extent to the tools used in this study. Two ML predictive 
models have been trained to detect cognitive load during driving assignment based on 



3 

eye measurements only [21]. In an e-learning setup, a cognitive load predictive models 
were developed based on eye-movements, heart rate and skin-based measures [22]. The 
combination of blink rate and galvanic skin response (GSR) measures were also shown 
to be highly distinctive features in different ML classifiers [23]. 

2.2 Prediction Error Minimization for the Process of Process Mining 
(PEM4PPM) 

Results analysis in this paper will be considered in light of the PEM4PPM model, since 
it provides conceptualization of the cognitive process that process miners might follow. 
The PEM4PPM model is an adaptation of Prediction Error Minimization (PEM) to the 
PPM [7]. PEM is a principal within the cognitive theory of Predictive Processing (PP), 
viewing the brain as a sophisticated machine that attempts to predict what it will sense 
and to create a model of what might be causing the sensory inputs it receives. According 
to the PEM principal, the brain then aims to minimize the difference between its predic-
tions and the real input as much as possible. If its predictions are already quite accurate, 
it might not need to change its models; if they are not, it will continue adjusting the 
prediction models until they are accurate enough [24].  

 

Fig. 1. The PEM4PPM model. 

Fig. 1 illustrates the PEM4PPM model, highlighting the sequence of steps and their 
corresponding cognitive operations. The PPM begins with high-level business goals, 
which serve as the starting point for any process mining endeavor. These goals can be 
decomposed or refined into more specific objectives as needed. The refinement process 
continues until the goals are concrete enough to be achieved through available mining 
operations. For example, a high-level goal can be to find how cycle times can be reduced. 
This goal can be refined to detection of bottlenecks in the process. To focus attention on 
relevant aspects of the input data, a relevant subset of the data is filtered and organized. 
This step enables subsequent exploration of the data to identify behavioral patterns that 
are of interest considering the identified goals. Based on the exploration results, concrete 
hypotheses are formed as predictions to be tested. For example, hypotheses can be 
formed about specific activities which may act as a bottleneck in the process. Predictions 
are tested through the creation of specific artifacts, such as discovered process models. 
Available PM techniques are applied to validate the hypotheses or create artifacts that 
support the predictions. The obtained results are assessed against the original goal or 
hypothesis to evaluate prediction errors and take actions for their minimization. This 
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assessment serves as a basis for determining whether the goal has been achieved or if 
further refinement is needed [7]. This process is iterative in nature, and may involve 
additional filtering, focusing, and exploration to form new hypotheses and to test them. 

Four process mining cognitive strategies have been identified and validated based 
on the PEM4PPM model, and their effect on the PM task performance was analyzed. 
The strategies are: (1) NNN - No data interpretation - No indicated hypothesis - No 
testing, where the conclusions of the participants were based on the data exploration 
stage only; (2) WNN - With data interpretation - No indicated hypothesis - No testing, 
where participants based their conclusions mostly on data exploration and interpreta-
tion; (3) WWN -  With data interpretation - With hypothesis - No testing, where partic-
ipants formulated hypotheses but did not follow a trial-and-error approach; (4) WWW 
- With data interpretation - With hypothesis - With testing, where participants per-
formed all the activities of the PEM4PPM model. Analysts who followed this full 
WWW strategy demonstrated significantly better performance than analysts who ap-
plied other strategies [7]. 

In relation to learning, we posit that the PEM4PPM steps of Task Understanding, 
Explore, Interpret Data and Assess Results, require some extent of learning the mined 
process. We further speculate that the phases of Task Understanding, Focus, Generate 
Hypothesis, Set Goal and Refine Goal would require high cognitive load. We will an-
alyze our findings in light of these assumptions. 

3 Methods 

3.1 Study Settings 

The data for this research were collected from 16 B.Sc. and M.Sc. students in the 
Department of Information Systems at the University of Haifa, taking an advanced 
course in Process Mining. As facial expression recognition may involve bias in terms 
of gender and ethnicity [25] we note that all participants were Caucasian / Middle 
eastern, 13 females and 3 males. For the participation in the study, students received 
bonus points to their final course grade. Students who chose not to participate in the 
study were offered an alternative non-experimental assignemnt with the same bonus 
points. This study setup was approved by the IRB.  

The students who chose to participate in the study were presented with the following 
question about the Road Traffic Fine Management (RTFM) event log, “Based on the 
data in the log, if the offender wants to pay as little as possible, how should they act? 
Suggest at least two alternative actions, show why they are fulfilling the requirement 
of paying as little as possible, and compare between them.” Students were asked to use 
the Disco (Fluxicon DiscoTM) application and think-aloud, namely, verbally describe 
their thinking process when performing the task.   

3.2 Data Collection 

The data were collected with both iMotionsTM cloud platform and Zoom application. 
The iMotionsTM cloud platform was used to collect eye tracking data, screen recordings, 
and participants’ face recordings. The Zoom application was used to record the think-
aloud data. The data collection was done remotely, with the participants using their own 
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computers and sharing their screens and web camera through the iMotionsTM cloud 
platform. Figure 2 shows an example of a processed video exported from iMotionsTM. 
The video includes voice recording, participant’s face recording (anonymized in the 
figure), screen recording with gaze path, and two graphs of selected facial expressions 
(further explained below). 

Facial Expressions. The participants’ face recordings were analyzed using AFFDEX 
3.0 SDK [26], [27], a toolkit for analyzing facial expressions in real life setups. 
AFFDEX was used through its integration in iMotions1. Every 30 milliseconds the state 
of the participant was recorded by iMotions and analyzed by AFFDEX, which provides 
detections of the following emotional expressions: Anger, Contempt, Disgust, Fear, 
Joy, Sadness, Surprise, Engagement, Valence, Sentimentality, and Confusion. The de-
tection of facial Action Units is translated to facial expressions such as Chick Raise, 
Blink Rate, Smile, and Smirk. For each facial expression, an intensity score is provided, 
between 0 and 100. The higher the score, the higher the likelihood the participant is 
presenting that emotional expression. From iMotionsTM it is possible to export all the 
facial expression data into a CSV file for further analysis. Fig. 2 shows a screenshot 
taken from iMotionsTM , where the main part of the screen shows the participant’s screen 
recording while using Disco. The orange circle on the Disco screen recording represents 
the location the participant’s eyes were fixated on. The bottom part of the figures shows 
a graph of the AFFDEX facial expressions analyzes for Confusion and Contempt.  

Think Aloud. The Zoom voice recordings of the participants describing their thought 
process were combined with the screen recordings from iMotionsTM to generate a single 
video and audio recording for each participant. This combined video was then used to 
determine the grade for the task performance. Grades were on the scale of 0-100, con-
sidering both the provided answer, and the evidence that supported the answer. E.g. a 
student who provided the expected answer (the offender should wait for 90 days or pay 
the fine immediately), but did not analyze the data in Disco to support this answer, 
received a grade of 50. The recordings were viewed carefully as part of the participants' 
task performance evaluation in order to decide on the appropriate grade. 

 

Fig. 2. Snapshot from a processed video exported from iMotionsTM. 

 
1 https://imotions.com/ 
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3.3 Data Preprocessing 

We preprocessed the collected data in the following manner. First, the facial expres-
sions data were exported from iMotionsTM for each participant. Second, we set two 
grade groups, High Performers, participants whose grades are above 55, and Low Per-
formers, participants whose grades are below 55. This threshold was set since grades 
below 55 indicate poor performance in the provided task, and since it marked a clear 
break between two balanced groups of 8 participants (see grades distribution in Fig. 3).  

 
Fig. 3. Grades Distribution. 

We then used a Wilcoxon statistical test for the hypothesis that there is a significant 
difference between the High Performers and Low Performers groups in average facial 
expression values. The data we used for the test were the first 10,000 samples from 
each participant’s data, representing the first 5 minutes of the session. To prepare the 
data for the ML classifiers training, the mean value of each facial expression intensity 
was calculated for each participant for all the valid data points in the session.  

3.4 ML Model Training 

Multiple ML classifiers, including Decision Tree Classifier, Random Forest Classifier, 
and Naïve Bayes Classifier, were trained to predict if the participant belonged to the 
High or to the Low Performer groups. We chose to train a Naïve Bayes Classifier due 
to its ability to handle small data sets. Further, the Decision Tree Classifier was selected 
for its proficiency in handling non-linear relationships effectively, and its inherent abil-
ity to accommodate correlations among features, making it particularly suited for com-
plex but small datasets. Lastly, the Random Forest Classifier was chosen due to its 
ensemble approach, which integrates multiple decision trees, and mitigates overfitting 
associated with single decision models to provide a reliable assessment of feature rele-
vance. We used Python Sklearn package implementations of these models. Since our 
dataset was relatively small, with mean values for 16 participants for each facial ex-
pression, we chose to use Leave One Out Cross Validation (LOOCV) approach for the 
evaluation of the classifiers’ performance. We then calculated the mean accuracy of 
each iteration, where in each, 1 participant was used as a test set and the rest of the 15 
served as a train set. This approach guarantees that each participant will be in the test 
set only once. This approach is appropriate for small datasets such as the one we had.  

3.5 Independent Temporal Data Evaluation Setting 

For the temporal evaluation of the trained Random Forest classifier, we used additional 
data collected from 4 participants, as part of a previous data collection study, which 
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used the same event log and asked the participants similar questions [7]. The independ-
ent data used for the evaluation were collected with Zoom application only. The Zoom 
video recordings were concatenated into a new video file which included only the par-
ticipants’ face recording. The new video file was then imported into iMotionsTM and 
post-processed using the AFFDEX 3.0 toolkit to provide the same facial expressions 
data format used to train the ML classifiers. The data were then aggregated in the same 
way as the training data; the mean value was calculated for each relevant facial expres-
sion throughout the whole session. The trained classifier was then used to predict the 
grade group of the participant in different time points during the process mining task. 

4  Findings 

Three ML classifiers for predicting participants' task performance were trained during 
this study. Their accuracy was evaluated by both using the LOOCV method and addi-
tional real-world evaluation data. Fig. 4 presents the mean accuracy results for the three 
ML classifiers with the LOOCV evaluation method. Fig. 5 presents the F1-score for 
each classifier. The classifier that had the best performance in both the mean accuracy 
and F1-score metrics was the Random Forest Classifier with mean accuracy of 87.5% 
and F1-score micro of 88% for both classes. The Decision Tree classifier and the Naïve 
Bayes classifier had the same mean accuracy results of 62.5%.  

 

Fig. 4. Classifiers Comparison Mean Accuracy.  Fig. 5. Classifiers Comparison F1- 
score micro. 

Legend: Pass = High Performers 
group, Fail = Low performers group  

 
Fig. 6. Feature Importance of the Random Forest Classifier. 



8 

Fig. 6 presents the features used for the Random Forest classifier and their im-
portance. The highest importance ranks were for Surprise, Blink Rate, and Contempt, 
and then Joy, Sadness, Smirk, and Smile. The parameters used for the Random Forest 
were minimal samples split: 5, number of estimators: 200, and balanced class weight. 

To explore the generalization capabilities and temporal responsiveness of the Ran-
dom Forest classifier, independent data evaluation was performed for different time 
points during the process. Data of 4 participants from a previous study were used [7]. 
The focus of the previous study was not the analysis of facial expressions, hence video 
had to be processed for facial expressions. As a result, most of the data were partial, 
since the participants’ faces were not clearly visible part of the time. Results are pre-
sented in Table 1. For 3 out of 4 of the participants, the classifier was able to detect 
correctly the class of the participant (High Performers/Low Performers) after the first 
minute. After 7.5 minutes, the classifier had accuracy of 100% for the 4 participants. 
For the participant with ID 2, the classification was correct for all time points except 
for the 5 minutes window. We assume that is due to the low visibility of the partici-
pant’s face which resulted in lower quality of the facial expressions analysis. 

Table 1. Temporal Independent Data Evaluation 

ID 1  
Min. 2.5 Min. 5  

Min. 
7.5  

Min. 
10  

Min. 
15  

Min. 
Full  

Session 
1        
2        
3        
4        
Accur. 75% 75% 75% 100% 100% 100% 100% 

 
Fig. 7 shows the significant differences (p-value < 0.001 in a Wilcoxon statistical 

test) in the facial expression mean values between the High Performers and Low Per-
formers groups during the first 5 minutes of the process mining task. Positive values in 
Fig.7 show that the High Performers group had a higher mean value, and negative val-
ues indicate that the Low Performers group had higher values. It is evident that Blink 
Rate, Smile, and Joy had higher mean values for the High Performers group, where 
Contempt, Smirk and Surprise had higher mean values for the Low Performers group. 

 
Fig. 7. Significant Differences Between the High Performers and Low Performers Groups. 

5 Discussion 

The presented findings show that it is possible to predict if a participant will be suc-
cessful in a process mining task, solely based on facial expressions. We show that this 
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ability remains also when the dataset is partial and generated from a regular Zoom re-
cording with no special setup. Furthermore, the classification had 75% accuracy after 
only 1 minute of partial data, and 100% accuracy after 7.5 minutes of partial data.  

We hypothesize that it is possible to predict the success in a process mining task 
early in the process, due to the cognitive strategies the High Performers and Low Per-
formers follow. Participants whose strategy included generating and testing hypotheses 
had higher rates of success [7]. We believe there are facial cues presented during the 
Generate Hypothesis step of the PEM4PPM model, and that they occur at an early stage 
of the session for most of the participants. For other participants it might take a few 
minutes longer to generate a hypothesis, but if it takes longer than that, they might not 
generate hypotheses at any time during the analysis. If this is indeed the case, it might 
be an explanation for the finding that after 7.5 minutes, the classifier was able to predict 
the outcome correctly for the 4 independent participants. Future research combining the 
settings of the two studies will enable us to test our hypothesis. 

Another possible explanation could be that other PEM4PPM steps could also be re-
liable predictors of the process mining task outcome. These steps might be Task Un-
derstanding, Focus, Set Goal and Refine Goal which we anticipate will require higher 
cognitive load. Blink Rate has been indicated as a measure of cognitive load [28], [29], 
and, as shown in Fig. 7, it has the highest difference in the mean values between the 
two grade groups. The High Performers group had significantly higher mean values 
than the Lower performers group, which might indicate a higher cognitive load for the 
High Performers. Further investigation is required to validate this explanation. 

The feature importance of the trained classifier resonates well with the conceptual 
arguments we presented, as Surprise was the feature of the highest importance. Surprise 
has previously been reported as being related to learning processes [16]. Since we view 
the PPM as partially a learning process, we expected Surprise to be one of the high 
importance features for a trained outcome classifier.  

The additional selected features are Contempt, Joy, Sadness, Smirk and Smile. We 
note that the differences in the mean values showed that the Low Performers had higher 
negative facial expressions (Contempt and Smirk), and High Performers had higher 
values of positive facial expressions (Joy and Smile). It has been established that posi-
tive emotions improve learning, while negative emotions reduce it [17]. We therefore 
speculate that the Low Performers had less phases of learning than the High Performers.  

We suggest that the random forest model outperformed other classification algo-
rithms in predicting the success or failure of participants completing the task, because 
it leverages various combinations and interactions among features — in our case, the 
different facial expressions displayed by the participants — resulting in a more com-
prehensive and accurate model. As the random forest constructs an ensemble of deci-
sion trees, capturing the complex patterns and nuances in facial expressions that a single 
decision tree might miss. Based on these results, we recommend that researchers in-
tending to explore the use of facial expressions in PM tasks use ensemble classifiers, as 
we believe that the relationships between different expressions can explain various phe-
nomena in unique ways, making ensembles more adequate for this kind of task in this 
domain. We are publicly sharing the dataset and implementation of the classifiers 
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presented in this paper, to facilitate the use of multimodal data and ML models in the 
research community of process mining2. 
Threats to Validity. Several threats to the validity of the study need to be considered. 
First, to date, there is no agreement in the literature whether facial expressions are in-
dications of emotions or not. This could be relevant to the conclusions we draw from 
the results, however, it does not present a threat to the validity of our classifier, since 
we record facial expressions and predict based directly on them. Our interpretations of 
the meaning of the facial expressions are what could be compromised. Second, the da-
tasets we used in this study are relatively small. As this is a clear limitation of our study, 
it is also one of its strengths, since we were able to show that it is possible to gain 
reliable results and train an accurate ML classifier also with small datasets. In future 
research, a larger dataset would also enable to refine the binary classification of high 
and low performers into finer-grained performance groups. Third, the data collected in 
this study relate to a single PM tool and a single PM task. While this adequately ad-
dresses our research questions regarding the prediction of a PM task outcome, further 
studies are necessary to establish broader conclusions. In particular, different tasks 
(e.g., process discovery, conformance checking) should be investigated. 

6 Conclusion 

This research has several novel methods and findings. Firstly, we show that collecting 
facial expressions data in a simple remote setup, using only a webcam, can provide 
valuable insights for better understanding the PPM, and potentially other related tasks, 
e.g. process modeling and data mining. Our findings show that the intensity scores of 
Surprise and Blink Rate are associated with PM task performance, and that based on 
this association, task performance can be predicted early in the process. We hypothesize 
this is due to differences in cognitive load and learning-related phases during the PPM. 
We intend to further investigate this relationship in future research.  

Secondly, we present that it is possible to train ML classifiers for process mining 
task performance based on a small dataset, containing data of only 16 participants. In 
addition, we present that it is possible to make relatively accurate predictions (75%) of 
students’ task performance by using only 1 minute of partial facial expressions data 
gathered from a simple Zoom recording that was post-processed by using iMotionsTM. 
After 7.5 minutes of data, our classifiers accuracy increased to 100%. We plan to in-
crease our dataset to further validate these results as well as to generalize our chosen 
classifier for similar tasks, such as business process modeling.  

Lastly, our current classifier uses only facial expressions intensity data. We view this 
as an advantage for remote setups and the usage of it in a future online support system 
for process miners. However, we believe it would be interesting and possibly beneficial 
to enhance this classifier with additionally collected data, such as eye tracking meas-
urements, therefore our future research plans include that as well. We believe that once 
the presented classifier is appropriately generalized, it would be possible to use it for 

 
2 https://github.com/litalshl/Facial-Expressions-Classifiers 
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near-real-time predictions as part of a specialized support system, thereby identifying 
when an analyst requires support to avoid their predicted failure. 
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